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—— Abstract

We consider the problem of scheduling to minimize mean response time in M/G/1 queues where

only estimated job sizes (processing times) are known to the scheduler, where a job of true size s
has estimated size in the interval [8s, as] for some a > 8 > 0. We evaluate each scheduling policy
by its approximation ratio, which we define to be the ratio between its mean response time and that
of Shortest Remaining Processing Time (SRPT), the optimal policy when true sizes are known. Our
question: is there a scheduling policy that (a) has approximation ratio near 1 when « and 3 are
near 1, (b) has approximation ratio bounded by some function of @ and 3 even when they are far
from 1, and (c) can be implemented without knowledge of o and 87

We first show that naively running SRPT using estimated sizes in place of true sizes is not such
a policy: its approximation ratio can be arbitrarily large for any fixed f < 1. We then provide a
simple variant of SRPT for estimated sizes that satisfies criteria (a), (b), and (c). In particular, we
prove its approximation ratio approaches 1 uniformly as o and 8 approach 1. This is the first result
showing this type of convergence for M/G/1 scheduling.

We also study the Preemptive Shortest Job First (PSJF) policy, a cousin of SRPT. We show
that, unlike SRPT, naively running PSJF using estimated sizes in place of true sizes satisfies criteria
(b) and (c), as well as a weaker version of (a).
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1 Introduction

Minimizing mean response time of jobs in a preemptive single-server queue is a fundamental
scheduling problem. If the scheduler knows each job’s size,! then the optimal policy is Shortest
Remaining Processing Time (SRPT), which always serves the job of least remaining size:
least size minus time served so far. However, in practical queueing systems, it is rare that
the scheduler knows each job’s exact size, which is required for SRPT. Instead, it may be
that the scheduler has only an estimated size for each job.

1A job’s size is its processing time.
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In settings where the scheduler knows only job size estimates, rather than true sizes, how
should one schedule to minimize mean response time? We study this question in a stochastic
online setting, namely an M/G/1 queue,? in which jobs arrive randomly over time. We
use T to denote the distribution of response time, and we seek policies that achieve strong
guarantees on E[T], the mean response time. We focus our attention on simple policies that
do not depend on detailed knowledge of the distributions of true or estimated job sizes, as
such knowledge may not be available in practice. While some simple heuristics have been
proposed in prior work, no performance guarantees have been proven for these policies. We
evaluate each scheduling policy by its approzimation ratio, which we define to be the ratio
between its mean response time and that of Shortest Remaining Processing Time (SRPT),
the optimal policy when true sizes are known.

In the context of online algorithms with predictions [12,16], policy design has two key goals:
“consistency”, which requires near-optimal performance under low error, and “robustness”,
which requires bounded approximation ratio under arbitrary error. Unfortunately, as we
explain in Appendix B, this type of robustness is provably unachievable in this context.
Instead, we focus on a more appropriate guarantee, which we call “graceful degredation”,
which requires that the performance degrades smoothly and slowly as error increases.

We focus on the setting of multiplicative errors: We assume that a job of true size s
has estimated size in the interval [3s, as] for some o > § > 0. We refer to this assumption
by saying the jobs have (3, «a)-bounded estimates. (Here 5 stands for “below” and « for
“above.”) In this context, a policy = is consistent if E[T,;] — E[Tsrpr] in the limit as a, 5 — 1.
Graceful degradation requires that for some constant C, we have E[T,] < C %E[TSRPT] for
all o > > 0.

In trying to achieve consistency and graceful degradation, a first policy one might consider
is the SRPT with Estimates (SRPT-E) policy, which always serves the job of least estimated
size minus time served so far. Unfortunately, as we prove in Theorem 6.1, SRPT-E can have
infinite approximation ratio if 5 < 1, so it has neither consistency nor graceful degradation.

In this work, we present the first policy which provably has both consistency and graceful
degradation: the SRPT with Bounce (SRPT-B) policy, defined in Section 2. Specifically, we
show that SRPT-B’s approximation ratio is at most 3.5a;/8 and approaches 1 uniformly as
a, B — 1. We also study the policy Preemptive Shortest Job First with Estimates (PSJF-E),
for which we prove even better graceful degradation guarantees, and consistency guarantees
relative to the perfect-information PSJF policy: we show E[Tpgjr.p] < %E[TPSJF}, which
turns out to imply that PSFJ-E’s approximation ratio is at most 1.5a/f.

See Section 2 for the details of our queueing model and the definitions of the scheduling
policies we consider, Section 3 for a full statement of our main results, and Section 4 for a
high-level overview of our proof techniques.

1.1 Related Work

Policies for ordering jobs according to their service time have been studied extensively in
single queues. The text [9] provides an excellent introduction to the analysis of standard
policies, such as Shortest Job First (SJF), PSJF, and SRPT, in the single-queue setting.
Settings where estimates or predictions of service times, such as one might obtain from
machine learning algorithms, have been much less studied. The work closest to ours is that of

2 The M/G/1 is a queueing model with Poisson arrivals and i.i.d. job sizes. We define the M/G /1 formally
in Section 2.
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Wierman and Nuyens [26]. They study policies that they dub e-SMART policies. Such policies
include variations of SRPT and PSJF with inexact job sizes, and they bound the performance
of such policies based on how inexact the estimates can be [26]. However, their results only
apply to two simpler types of error: addditive error, where the estimate of a job of size s is
within [s — o, s + o]; and speedup error, where the estimate is updated as the job runs, and
the estimate of a job of remaining size r is within [(1—o)r, (14 0)r]. In contrast, we primarily
focus on the more realistic setting of multiplicative non-updating error. Their results on
mean response time demonstrate only graceful degradation, are restricted to the setting of
speedup error, and require additional assumptions on the job size distribution. While it is not
our primary focus, we also discuss using the techniques in this paper to achieve consistency
and graceful degradation in the speedup-error setting in Section 7 and Appendix D. Such
results do not require additional assumptions on the job size distribution.

Dell’Amico et al. [7] empirically study scheduling policies for queueing systems with
estimated sizes; Dell’Amico and Mitzenmacher [15] also perform an empirical study of
scheduling policies with estimated sizes, but in the context of multiple queues using the
power of two choices. Mitzenmacher provides formulas for the mean response time for M/G/1
queues under scheduling policies where service times are predicted rather than known exactly
according to a stochastic model, including for our SRPT-E and PSJF-E policies [13].? In
later work Mitzenmacher studies similar models where only a single bit of prediction-based
advice is given, and also studies single-bit advice in the mean-field setting under the power
of two choices [14]. Several of these works note that SRPT-E performance can degrade in
situations where job sizes have high variance, and that PSJF-E can have better performance
in these cases [7,13,15].

Akbari-Moghaddam and Down [1] introduce two new heuristic policies for scheduling
given size estimates. They demonstrate empirically that the new heuristics overcome the
shortcomings of SRPT-E. However, unlike PSJF-E, they do not give jobs a static priority,
which often leads to better performance than PSJF-E. It is an interesting open question
whether our techniques, which give bounds on PSJF-E’s performance, could also bound the
performance of the heuristics introduced by Akbari-Moghaddam and Down [1].

In the setting of scheduling with predictions for finite collections of jobs, combinations
of shortest predicted job first and round robin that yield good performance in terms of the
competitive ratio were studied by Purohit et al. [17]. For the online scheduling problem
of weighted mean response time on a single machine with a finite arrival sequence, Azar
et al. [3] consider what we would refer to as (1, u)-bounded jobs where p is known, and give
algorithms that are competitive up to a logarithmic factor in the maximum ratios of the
processing times, densities, and weights. For unweighted mean response time, they prove a
variant of graceful degradation: if job size estimates have a multiplicative error of at most u,

they prove an O(u?) competitive ratio bound. In contrast, our graceful degradation bounds
are linear in pu = %, and do not depend on knowledge of a or 8.4

In [13] the schemes using predictions are referred to as SPRPT (shortest predicted remaining
processing time), and PSPJF; there does not seem to be a consistent nomenclature for policies with
predictions/estimates, and we hope our labeling is more readily understood.

Following submission of this paper, the authors of [3] released a paper with improved results [2].
Specifically, they provide a new algorithm and prove an O(ulog? ) competitive ratio bound for that
algorithm, which further does not depend on knowledge of « or 3.
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2 Model and Preliminaries

We now define our model and provide basic notation and definitions. Further definitions and
background results appear in Section 5.

We consider a stochastic scheduling setting called the M/G/1 queue with job size estimates.
The “M” in “M/G/1” refers to the assumption that jobs arrive according to a Poisson process
(that is, with exponentially distributed interarrival times) with rate A. The “G” in “M/G/1”
refers to the assumption that job sizes are sampled i.i.d. from a general distribution. We
additionally assume that each job j has a size s; and an estimated size z;, where the pair
(sj, %) is sampled i.i.d. from some joint distribution (5, Z). We assume (S, Z) is a continuous
distribution with joint density function fs z(s, z). We discuss this continuity assumption
further in Appendix A. We write fs(s) and fz(z) for the marginal densities of S and Z,
respectively. Regardless of scheduling policy, the fraction of time the server is busy, also
known as the load, is fixed. We denote load by p and note that p = AE[S]. We assume that
p < 1 to ensure that the server completes jobs faster than they arrive in the long run. The
“1” in “M/G/1” refers to there being a single server.

We focus on the setting of multiplicatively-bounded size estimates:

» Definition 2.1. Size estimates are (5, «)-bounded for some constants 0 < 5 < « if for all
jobs j,

zj € [Bs;, as;l.
Mnemonically, 8 is the bound below, and « is the bound above.

» Definition 2.2. The state of job j is the triple x; = (s;,2;,a;) consisting of
its (true) size s;, which is the amount of time it must be served to complete;
its estimated size z;, which is revealed when the job arrives and is guaranteed to be in the
interval [fBsj, as;]; and
its age a;, the amount of service the job has received so far.
Job j completes once aj = s;.

We now formally define the scheduling policies we consider.

» Definition 2.3. We consider siz scheduling policies in this work. We define each policy m
by a rank function, denoted rank(xz) or rank. (s, z,a) assigning a rank, or priority, to a job
based on its state x = (s, z,a). The scheduler always serves whichever job has the least rank.®
The policies, which we illustrate in Figure 2.1, are the following:

Shortest Remaining Processing Time (SRPT)  ranksrpr(s,z,a) =s—a,
Preemptive Shortest Job First (PSJF) rankpsyr(s, z,a) =,

SRPT with Estimates (SRPT-E) ranksrpT.E(S,2,0) =2 — a,

PSJF with Estimates (PSJF-E) rankpsrg(s, z,a) = z,

SRPT with Bounce (SRPT-B) ranksrpT.B(S, 2,a) = min{|z — a|, 2},

SRPT with Scaling Estimates (SRPT-SE) ranksrpT.sE(S, 2,a) = 2/s - (s — a).
For SRPT, shown in Figure 2.1(a) the rank of a job is the remaining size s — a, while for

SRPT-E, shown in Figure 2.1(c), the rank is the estimated remaining size z — a, using the

5 We ticbreak arbitrarily. Given our continuous job-size assumption and our specific policies, ties happen
with probability zero. See Appendix A for details.
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Figure 2.1 Rank Functions of Size-Estimate-Based Policies

estimate in place of the true size. (Note the rank for SRPT-E can be negative.) Similarly,
PSJF-E’s rank function z uses the estimate where PSJF uses the true size s for its rank, as
shown in Figures 2.1(b) and 2.1(d).

For SRPT-B, shown in Figure 2.1(e), the rank is given by min{|z — a|, z}. SRPT-B’s rank
is identical to SRPT-E’s rank for ages a € [0, z], but rises back to z for larger a, yielding the
bounce and thus the name SRPT with Bounce.

As a theoretical tool, we will also consider SRPT with Scaling Estimates, or SRPT-SE,
shown in Figure 2.1(f), for which the rank function is z/s - (s — a), a horizontally stretched
version of SRPT-E. Note that SRPT-SE is not implementable in our model, as the scheduler
does not have access to the true size s.

3 Description of Main Results

As discussed in the introduction, our goal is to derive the first provably consistent and
gracefully-degrading policies in the size-estimate setting. In the setting of (3, «)-bounded size
estimates, consistency requires that in the 8, — 1 limit, the policy achieves optimal mean
response time, matching that of SRPT, the optimal known-size policy. “Graceful degradation’
requires that a policy’s mean response is bounded relative to that of SRPT and the « and

Y

values:

E[T,] < C%E[TSRPT],
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for some constant C'. Robustness, in the sense of achieving constant approximation ratio for
arbitrary errors, is not possible in this setting, as we discuss in Appendix B.

First, we show that consistency and graceful degradation are not straightforward to
achieve. Our first result shows that simply using SRPT-E (SRPT with Estimates), a natural
policy studied previously [13], yields mean response times that are not bounded within a
constant factor of SRPT in the worst case, even with (3, a)-bounded size estimates.

» Theorem 6.1 (Performance of SRPT-E). Consider the M/G/1 with (8, «)-bounded size

estimates.

(a) For any size distribution S, there exists a joint distribution (S, Z) of true and estimated
sizes such that the mean response time of SRPT-E is bounded below by

ML= 5)2

2 [52]7

E[TsrprR] >

(b) The approzimation ratio of SRPT-E may be arbitrarily large or infinite whenever 8 < 1.

We consider a novel variation of SRPT, SRPT with Bounce (SRPT-B), and prove it is

consistent and gracefully-degrading, without knowledge of « and . This is the first proof

of a policy satisfying these criteria. Here, as o and 3 approach 1, SRPT-B approaches the

performance of SRPT, and it achieves a suitable finite approximation ratio for all @ and g.
Formally, we prove the following:

» Theorem 8.1 (Performance of SRPT-B). Consider the M/G/1 with (8, a)-bounded size
estimates.
(a) The mean response time of SRPT-B is bounded above by

E[Tsrpr-B] < %E[TSRPT] + K(o, ) (; ln : i p

— 1>E[S’]7
where

K(a,B) = <2a]l(ﬂ <1+ 1) min{l,max{l - é% - 1}} < 2.5%.
(b) The approzimation ratio of SRPT-B is at most 3.5a/f.
(c) As « and B converge to 1, the approzimation ratio of SRPT-B converges to 1 uniformly
in the arrival rate and the joint distribution of true and estimated sizes.
The expression we give for K (a, 8) in Theorem 8.1(a) is a compromise between simplicity
and tightness.
Intuitively, the key properties of SRPT-B that allow us to prove Theorem 8.1 are:
The rank function is equal to z — a for a < z. This ensures that if z = s, our policy
assigns jobs the same rank as SRPT.
No job receives more than 2r service with rank < r, for any rank r < z. Jobs with poor
estimates consequently don’t cause long delays to low-rank jobs. The SRPT-E policy
does not have the same guarantee, resulting in the poor response times in Theorem 6.1.
A job’s rank never grows larger than z, its initial rank. Without this cap on the rank the
approximation ratio could be arbitrarily poor when 5 < 1/2, as we explain in Remark 4.3
and Appendix C.

Finally, we consider PSJF-E, which we bound relative to PSJF. We prove PSJF-E is
consistent relative to PSJF, achieving a mean response time ratio of a/3. While this is a
weaker consistency result than that of SRPT-B, PSJF often performs within a few percent
of SRPT in practice, making the result nearly as strong. In the worst case, PSJF’s mean
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response time is within a factor of 1.5 of SRPT’s [25], so PSJF-E is within a factor of 1.5a//3
of optimal.® This is a stronger graceful-degradation bound than we obtained for SRPT-B.

» Theorem 9.1 (Performance of PSJF-E). Consider the M/G/1 with (5, a)-bounded size
estimates.
(a) The mean response time of PSJF-FE is bounded above by

E[Tpsjrr] < %E[TPSJF]~
(b) The approximation ratio of PSJF-E is at most 1.5a/p.

One can view our PSJF-E result as bounding what Mitzenmacher [13] dubs the “price
of misprediction” of PSJF-E. An algorithm’s price of misprediction is its performance ratio
relative not to the optimal algorithm, in this case SRPT, but relative to a version of the
algorithm that has perfect information, in this case PSJF.

3.1 Discussion of Qur Results

In the wider context of online algorithms with predictions, the three goals discussed in this
paper can be stated more generally:

Consistency: In the limit as the prediction quality becomes perfect, the performance should
approach that of the optimal algorithm with perfect information. For instance, one might
try to achieve A-consistency [12], which requires that the competitive ratio is bounded
by A as the error in the predictions goes to 0.

Robustness: In the limit as the prediction quality becomes arbitrarily poor, the performance
should be comparable to that of the optimal algorithm with perfect information. For
instance, one might try to achieve B-robustness [12], which requires that the competitive
ratio is bounded by B under arbitrarily poor predictions.

Graceful Degradation: As the prediction quality worsens from perfect to worthless, the
performance should degrade smoothly and slowly. For instance, one might try to achieve
C-graceful degradation, which requires that the competitive ratio is bounded by C' times
some measure of the estimate quality.

Looked at in this framework, we prove that SRPT-B is 1-consistent and has 3.5-graceful

degradation, where /3 is our measure of estimate quality for (5, @)-bounded size estimates.

We also prove that PSJF-E is 1.5 consistent and has 1.5-graceful degradation, where the
factor of 1.5 comes from the maximum gap between PSJF and SRPT.

While we do not have robustness results for these algorithms, that is because in the context
of scheduling in the M/G/1, the robustness property is provably unachievable. In particular,
no online policy without prediction information can achieve a constant approximation ratio
against SRPT, as discussed in Appendix B.

We feel our emphasis on graceful degradation is a key contribution of our work that may
apply to many other algorithms-with-predictions problems. While consistency and robustness

are well-known goals in the literature, the graceful degradation goal has received less focus.

However, we argue that graceful degradation is extremely important. Real applications often

6 We are not aware of any tight examples in which E[Tpssr] = 1.5E[Tsrpr]. The largest mean response
time ratio between PSJF and SRPT that we are aware of is approximately 1.125, which occurs when
S has a Pareto distribution with shape parameter 1.5 and p is nearly 1. A tighter bound on the
approximation ratio of PSJF would strengthen our bound on the approximation ratio on PSJF-E.
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have high-quality but imperfect predictions, which is the regime where performance is
bounded by a graceful degradation result. The extreme cases of perfect or worthless estimates
may come up less in practice.

To adapt the notion of robustness to the setting of M/G/1 scheduling, one possible
method would be to compare an algorithm against the optimal blind policy, which knows
the job size distribution, but not the job sizes. This policy is known; it is called the Gittins
index policy [8]. We discuss this policy in Appendix B. This method of comparing against
the optimal blind policy might be applicable to other algorithms-with-predictions problems.

4  Proof Overview

We now explain the main ideas we use to prove our main results. We focus on our analysis of
SRPT-B (the most complex result), but we briefly comment on how the same ideas apply to
analyzing SRPT-E (see Remark 4.2) and PSJF-E (see Remark 4.1).

Our overall approach to comparing SRPT-B to SRPT is to compare each to a third
policy, namely SRPT-SE. This approach proved useful because SRPT-SE’s rank function
has similarities with both SRPT’s and SRPT-B’s.

Under both SRPT-SE and SRPT, a job’s rank at every age is within a constant factor of

its remaining size.

Under both SRPT-SE and SRPT-B, a job’s initial rank is its estimated size, and a job’s

rank never exceeds its initial rank.

In the remainder of this section, we explain how the above properties help us compare
SRPT-SE to each of SRPT and SRPT-B. Interestingly, the two comparisons make use of
two very different methods of analyzing mean response time.

4.1 Comparing SRPT-SE to SRPT

SRPT minimizes mean response by prioritizing jobs by remaining size [18]. SRPT-SE almost
prioritizes jobs by remaining size, but it can make an error whenever two jobs’ remaining sizes
are within a constant factor of each other. The specific factor is a/S: if job 1 has remaining
size 1 and job 2 has greater remaining size ro > r1, then SRPT will always serve job 1, but
SRPT-SE might serve job 2 if Sro < ary.

Intuitively, one might hope that because SRPT-SE only makes constant-factor errors
when prioritizing jobs, its mean response time should suffer by only a constant factor. We
show that this indeed is the case, and that the constant factor is the same. Specifically,
Theorem 7.2 states

E[Tsrpr-si] < %E[TSRPT]~ (4.1)

In order to show (4.1), we use a very recently developed formula for mean response
time [20]. At a high level, the formula expresses a policy’s mean response time in terms of an
integral of various types of work. We first describe the formula (see Section 4.1.1) and then
describe how we apply it to proving (4.1) (see Section 4.1.2)

4.1.1 Mean Response Time as a Work Integral

Define the (remsize < r)-work of a system to be the total remaining size of the jobs in
the system that have remaining size r or less, as illustrated in Figure 4.1. Scully et al.
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remaining size r;
— size

0 s

rs =24 ra=14 r3=9 1ro=7 =25 Legend (jobs indexed by j)

X X v Vv v

(remsize < 10)-work = r1 + 72 + 73 = 21

Figure 4.1 Example of (remsize < r)-Work

[20, Theorem 6.3] show that we can write the mean response time of any policy 7 in terms
of the mean amount of (remsize < r)-work in the system:

°° E[(remsize < r)-work under 7]

E[T:] = 1 /0 dr. (4.2)

r2

See Definitions 5.1 and 5.2 for a formal definition of (remsize < r)-work and Proposition 5.3
for a formal statement of (4.2).

4.1.2 Comparing SRPT-SE’s and SRPT’s Work Integrals

With (4.2) in hand, to compare the mean response times of SRPT-SE and SRPT, it suffices
to compare their amounts of (remsize < r)-work. In the proof of Theorem 7.2, we show

E[(remsize < r)-work under SRPT-SE] < E[(remsize < ;7") -work under SRPT|. (4.3)

Combining (4.2) and (4.3) and using a change of variables implies (4.1).
The intuition behind (4.3) is as follows. Because SRPT always serves the job of least
remaining size, it satisfies the following guarantee:

Whenever the system has nonzero (remsize < r)-work, SRPT serves a job of remaining
size r or less, thus decreasing the amount of (remsize < r)-work.

This guarantee implies that SRPT minimizes mean (remsize < r)-work among all scheduling
policies. In contrast, SRPT-SE satisfies a weaker guarantee:

Whenever the system has nonzero (remsize < r)-work, SRPT-SE serves a job of
remaining size «/f - r or less, thus decreasing the amount of (remsize < «/ - r)-work.

Roughly speaking, this means that whenever the system’s (remsize < r)-work is nonzero,
SRPT-SE reduces (remsize < «/f - r)-work just as efficiently as SRPT does, suggesting a
relationship like (4.3) might hold.

The main technical challenge in proving (4.3) is formalizing the above intuition. The key
ingredient turns out to be introducing a new variant of (remsize < r)-work. The new variant,
called (remsize-e < r)-work (see Definitions 5.1 and 5.2), uses scaled estimated remaining
size instead of true remaining size. This new variant is important because SRPT-SE always
serves the job of least scaled estimated remaining size, so it satisfies the following guarantee:

Whenever the system has nonzero (remsize-e < r)-work, SRPT-SE serves a job of scaled
estimated remaining size 7 or less, thus decreasing the amount of (remsize-e < r)-work.

114:9
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This guarantee implies that, analogously to SRPT minimizing mean (remsize < r)-work,
SRPT-SE minimizes mean (remsize-e < r)-work (see Proposition 7.1).

» Remark 4.1. The proof of Theorem 9.1, which compares PSJF-E to PSJF, follows a similar
strategy to the comparison of SRPT-SE to SRPT outlined above. However, the details
are significantly more complicated. The main obstacle is that while (4.2) uses remaining
size, PSJF-E and PSJF prioritize jobs by original estimated and true size, respectively. We
overcome this obstacle by introducing more variants of (remsize < r)-work.

4.2 Comparing SRPT-B to SRPT-SE

Our approach to comparing SRPT-B to SRPT-SE looks very different from our approach to
comparing SRPT-SE to SRPT. In particular, we use a different method of characterizing
each policy’s mean response time. The method, often called the “tagged-job method”, has
been used since the early days of M/G/1 scheduling theory to analyze a variety of policies,
including SRPT [19]. Recently, Scully et al. [24] generalized the tagged-job method to all
policies in which a job’s rank varies as a function of its age, including all of the policies we
study (see Definition 2.3). Below, we outline how the tagged-job method of Scully et al. [24]
applies to SRPT-B and SRPT-SE.

At a high level, the tagged-job method works by following a single “tagged” job on its
journey through the system. The tagged job’s response time is a random variable with several
sources of randomness:

the random true size S and estimated size Z of the tagged job,
the random state of the system at the moment the tagged job arrives, and

the random arrivals that occur after the tagged job.

Using the fact that arrival times are Poisson [27], one can show that the expected response
time of the tagged job, where the expectation is taken over all of the above sources of
randomness, is indeed the system’s mean response time [9].

To compute the tagged job’s expected response time, we first condition on its true and
estimated sizes. Specifically, let the random variable Ty (s, z) denote the response time of the
tagged job under policy 7 given that it has true size S = s and estimated size Z = z. We
will find E[T (s, z)], from which mean response time follows by integrating over s and z:

E[T,] - /0 - /0 T BT (5, 2)| fo.z (s, ) ds dz. (4.4)

To analyze the tagged job’s response time Ty (s, z), we split it into two parts:

Waiting time: the amount of time between the tagged job’s arrival and the moment the
tagged job first receives service, denoted T2 (s, z).

Residence time: the amount of time between the tagged job first receives service and the

tagged job’s completion, denoted Tr(s, z).

We illustrate waiting time and residence time in Figure 4.2. We define mean waiting and
residence times E[T2"%] and E[T"*] analogously to (4.4).

To compare SRPT-B to SRPT-SE, we separately compare the policies’ waiting times (see
Section 4.2.1 and Proposition 8.7) and residence times (see Section 4.2.2 and Proposition 8.4).
At a high level, because SRPT-B and SRPT-SE have similar enough rank functions, we
are able to show that SRPT-B’s waiting and residence times are not too much larger than
SRPT-SE’s.
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Figure 4.2 Response Time = Waiting Time + Residence Time

4.2.1 Comparing Waiting Times

Consider a tagged job of estimated size z. Under both SRPT-B and SRPT-SE, the tagged
job’s initial rank is z. The tagged job’s waiting time therefore lasts until any other jobs that
remain in the system have rank greater than z, at which point the tagged job, having better
rank than all other jobs in the system, is served for the first time. Therefore, the tagged job’s
waiting time depends on how long each other job spends with rank z or less. In particular,
the tagged job’s waiting time does not depend on its own size, so we denote its waiting time
by simply T2%(z). Specifically, letting

un(z) = B |:(am0unt of service time during which )2:|

a job has rank z or less under policy 7

it turns out that comparing E[Tugtr 5(2)] to E[Tuat ok (2)] boils down to comparing
usrpT-B(2) to usppT-sE(z) (see Proposition 5.4(a)).

One can use simple geometry to show that under SRPT-B, the amount of service time a
job spends with rank z or less is at most than twice the amount it would be under SRPT-SE,
implying usrpT.B(2) < 4usrpr.sg(z). This is strong enough to show graceful degradation of
SRPT-B, but it does not imply consistency. But the rank functions of SRPT-B and SRPT-SE
do become closer and closer together as o and 8 approach 1, so one would expect consistency
of SRPT-B to hold, too.

The main technical challenge in comparing waiting times is obtaining a bound tight enough
to show consistency. In particular, it does not suffice to simply bound usrpr.5(2) —usrpT.sE(2)
with a quantity that vanishes as a and 8 approach 1. While this is a necessary first step,
it shows only that as a and 8 approach 1, the difference E[T¥% 1 5(2)] — E[T¢e% 1 or(2)]
vanishes for all z. We seek bounds on mean response time, so we need to integrate over z to
show that E[T$:% . 5] — E[T9E 1 «p] also vanishes. This second step is purely computational
but requires some care: there are several choices one must make when bounding the integral,
and many choices lead to either intractable expressions or bounds that are too weak to show
consistency.

» Remark 4.2. The reason for SRPT-E’s poor performance is that under SRPT-E, a job
can spend up to a 1 — § fraction of its service time below rank 0. This means one can have
usrpT-E(2) > (1 — B)E[S?], from which Theorem 6.1 easily follows. SRPT-B avoids this
problem thanks to the bounce in its rank function.

4.2.2 Comparing Residence Times

Consider a tagged job of true size s and estimated size z. When the tagged job starts its
residence time, its rank z is less than the rank of every other job in the system. Moreover,
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Figure 4.3 Example of Worst Future Rank under SRPT-B

under both SRPT-B and SRPT-SE, a job’s rank never exceeds this initial rank of z (see
Figures 2.1(e) and 2.1(f)). Therefore, the only reason that the tagged job might be preempted
is if new jobs arrive.
Suppose a new job of estimated size 2’ arrives while the tagged job has age a. What
determines whether the new arrival delays the tagged job?
If the new job’s initial rank 2z’ is less than the tagged job’s rank at age a, then the new
job has priority over the tagged job.
If 2’ is at least the tagged job’s rank at age a, then the tagged job has priority over the
new job, initially. But if later the tagged job will have rank greater than z’ at some future
age a’ > a, then when the tagged job reaches age a’, the new job will have priority over
the tagged job.
The conclusion of this discussion is what Scully et al. [24] call the “Pessimism Principle”, the
upshot of which is the following:

When determining whether a new arrival will delay the tagged job, what matters is
not the tagged job’s current rank but rather its worst future rank.

We illustrate the difference between a job’s rank and worst future rank under SRPT-B in
Figure 4.3. Note that a job’s worst future rank depends not just on its estimated size and
age but also on its true size.

The Pessimism Principle means that bounding the tagged job’s residence time of SRPT-B
boils down to bounding the tagged job’s worst future rank under SRPT-B. One simple bound
on the tagged job’s worst future rank is its initial rank z, because under SRPT-B, a job’s
rank never exceeds its initial rank (see Figure 2.1(e)). As it happens, under PSJF-E, the
tagged job’s worst future rank would always be z. This means that SRPT-B’s mean residence
time is at most that of PSJF-E, which turns out to be simple to bound (see Lemma 5.7
and Proposition 5.8). This is strong enough to show graceful degradation of SRPT-B, but it
does not imply consistency.

The main technical challenge in comparing residence times is obtaining a bound tight
enough to show consistency. To show consistency of SRPT-B, we would like to bound SRPT-
B’s residence time in terms of that of SRPT-SE, not PSJF-E. However, the tagged job’s
worst future rank at a given age can be greater under SRPT-B than under SRPT-SE. Our
solution is, roughly speaking, to bound the worst future rank under SRPT-B to a “shifted”
version of worst future rank under SRPT-SE (see Figure 8.1). The result is a bound of the
form

E[T{Rpr5(8:2)] < E[TSRpr.si(s, 2)] + cE[T5Sp (s, 2)],

where ¢ approaches 0 as o and 8 approach 1. This immediately implies an analogous bound
on mean residence times.
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» Remark 4.3. The Pessimism Principle, namely the fact that a job’s residence time is
governed by its worst future rank instead of its current rank, is the reason we cap the
bounce in SRPT-B’s rank function (see Figure 2.1(e)) to no more than the job’s initial rank.
Appendix C explains in more detail how performance degrades without this rank cap.

5 Background on M/G/1 Scheduling Theory

In this section, we review definitions and results from M/G/1 scheduling theory that we
use in our proofs. Specifically, we review two recently developed methods for computing a
policy’s mean response time.
Section 5.1 reviews the “work integral” method, which we use to compare SRPT-SE to
SRPT.
Section 5.2 reviews the “tagged job” method, which we use to compare SRPT-B to
SRPT-SE.
Having given in Section 4 an intuitive overview of each method, the main purpose of this
section is to present them more formally.

5.1 Mean Response Time via the Work Integral Method

We saw in Section 4.1 that one can compute a policy’s mean response time by looking
at the amount of different types of work in the system. Specifically, the key definition is
(remsize < r)-work, the amount of work contributed by jobs which have remaining size r or
less.

Below, we give a formal definition of a general kind of work, which includes (remsize < r)-
work as a special case. Recall from Definition 2.3 that a job’s state is a tuple x = (s, 2, a)
consisting of its true size s, estimated size z, and age a.

» Definition 5.1. Let ¢ : R3 — {false, true} be a predicate on job states.

(a) The p-work of a job in state x, denoted w(x,p), is the amount of service a job in state x
requires to either complete or reach a state that does not satisfy ¢. That is, a job’s p-work,
roughly speaking, is its remaining processing time while satisfying p. Formally,

w((s,z,a),p) =sup{w € [0,s —a) | p(s,z,a+w)}.

(b) The (system) p-work s the total @-work of all jobs in the system. We denote by Wr(p)
the steady-state distribution of the system @-work under policy 7.

When discussing p-work, it is helpful to have a shorthand notation for describing predicates.
The following definition describes such a shorthand.

» Definition 5.2.

(a) Let func : RY — R be a real function on job states and r € R be a constant. The
predicate (func < r) is true for those states x such that func(z) < r. We define other
inequality predicates similarly, e.g. funcy < r < funce, and we omit the parentheses when
they would be redundant, e.g. Wr(func < r). To disambiguate between functions and
constants, we use sans-serif font for functions.

(b) We frequently use the following functions on job states in the above shorthand:

(true) size size(s, z,a) =s,

(true) remaining size remsize(s, z,a) =s—a,
estimated size size-e(s, z, a) =z,

scaled estimated remaining size remsize-e(s, z,a) = z/s - (s — a).
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All of the functions in Definition 5.2(b) happen to also be rank functions of one of the
policies we study (see Definition 2.3). For example, remsize = rankggpr. We introduce the
names in Definition 5.2(b) to emphasize that, for instance, we can consider (remsize < r)-work
under policies other than SRPT.

This last example is especially important, because a policy’s mean response time is
connected to its steady-state (remsize < r)-work.

» Proposition 5.3 (special case of [20, Theorem 6.3]). In the M/G/1, the mean response
time of any policy m is

dr.

E[Tﬂ.] = l /OOo E[Wﬂ(remsize < ’I")]

A 72

The above result is a recently derived, powerful identity for the mean response time. We
use it in our analyses of SRPT-SE (see Section 7) and PSJF-E (see Section 9).

5.2 Mean Response Time via the Tagged Job Method

We describe the main ideas behind the tagged job method in Section 4.2. As a reminder, the
approach is to focus on a single “tagged” job; split its response time into two parts, waiting
time and residence time (see Figure 4.2); and analyze each part separately. The purpose
of this section is to define the concepts and notation that we need in order to write down
formulas for the tagged job’s expected waiting and residence times.

Consider a tagged job of of true size s and estimated size z arriving to a steady-state
system under some scheduling policy 7. An important quantity when computing the tagged
job’s waiting and residence times is the rate at which jobs with rank less than the tagged
job arrive to the system. We can interpret the system load p = AE[S] as the overall rate at
which work arrives. Analogously, define”

ps(s) = AE[ST1(S < )], pz(z) = AE[S1(Z < z)]. (5.1)

These are the average rates at which work arrives when one only counts work from jobs
whose true size or estimated size, respectively, is at most some threshold. Specifically, ps(s) is
important for analyzing policies that use a job’s true size (SRPT and PSJF), while pz(2) is
important for analyzing policies that use a job’s estimated size (SRPT-E, PSJF-E, SRPT-B,
and SRPT-SE).

Having defined (5.1), there are two more quantities we need to define before stating
formulas for the tagged job’s waiting and residence times. We give formal and informal
expressions for each.

In the waiting time formula, we use the quantity®

Ur(r) = EH{a €[0,5) | rank, (S, Z,a) < 7‘}|2}
B |:(am0unt of service time during which )2:|

a job has rank r or less under policy m

7 Recall that a random job’s true size S and estimated size Z are not independent, which is important in
the definition of pz(z).

8 In the formal expression, |-| denotes interval length. The definition we give is simplified by the fact that
for the scheduling policies we consider, a job’s rank is below a threshold r for at most one contiguous
interval of ages. A more complicated definition is needed for policies with general rank functions [24].
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In the residence time formula, we use the worst future rank of a job, which we define as
rank** (s, z,a) = sup rank,(s,z,b)
b€la,s)
_ (maximum rank a job currently in state (s, z,a) has)

under policy m between now and its completion

We are now ready to state the waiting and residence time formulas for the policies we
consider.

» Proposition 5.4 (special case of [24, Theorem 5.5]). Consider an M/G/1 under policy
= € {SRPT-E, PSJF-E, SRPT-B, SRPT-SE}.

(a) The expected waiting time of a (tagged) job of estimated size z is

A ug(2)

B = S T et

(b) The expected residence time of a (tagged) job of true size s and estimated size z is

E[T7%(s, 2)] = / ) L da.

1 — pz(rank™(s, z,a))

Some intuition for the formulas above is warranted. We explain one simple case below,
referring the reader to Scully et al. [24, Section 4] for more discussion.

» Example 5.5. Consider the residence time of a job of true size s and estimated size z
under PSJF-E. The job’s rank is always z (see Definition 2.3 and Figure 2.1(d)), which means

worst

rankpar.g(S, 2,a) = z. Applying Proposition 5.4(b) yields.
s
E[TrS mn(s,2)] = — 5.2
T (5.9 = T (52)

The intuitive interpretation of (5.2) is as follows. During the tagged job’s residence time,

new jobs may arrive at any time, preempting the job in service if they have rank below z.

On average, the server spends a pz(z) fraction of its time serving these new jobs of rank
below z, leaving a 1 — pz(z) fraction for serving the tagged job. This means that the tagged
job’s age increases at average rate 1/(1 — pz(z)), so it takes s/(1 — pz(z)) time to go from
age 0 to age s.

Formulas very similar to those in Proposition 5.4 hold for SRPT and PSJF. In fact, such
formulas are classic results [9,19]. One may view the SRPT and PSJF formulas as special
cases of the SRPT-SE and PSJF-E formulas in a system where S = Z for all jobs, so, for
example, we can write them using pg(s) instead of pz(z). We omit the exact statements

because in our proofs, we end up analyzing SRPT and PSJF with the work integral method.

5.3 Useful Lemmas
The following simple lemmas will be useful in our later analyses.

» Lemma 5.6.

© ps(s) = Ass(s), Lpa() = ABIS | Z = 2] f2(2).

Proof. These follow from (5.1) and the fact that we can write

E[S1(S < s)] = /05 s’ fs(s')ds E[S1(Z < z)] = /OZ E[S | Z =7fz(7)d7. <
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» Lemma 5.7. The mean residence time of PSJF-E is
1 1
E[T{S =(- E[S].
e

Proof. Combining (5.2) and Lemma 5.6 yields

E[T5S 5] / / E[T5Sr5(8,2)] fs,z(s,2) dsdz [conditioning on s and z]

/ / 1—pz fSZ(S z)dsdz [(5.2)]

O"ES|Z—z]
—/O 71_[)2( ) fz(2)dz

1 1
=—In .
A 1—p

[Lemma 5.6]

The lemma follows from the fact that p = AE[S]. <

The main reason that Lemma 5.7 is useful is the following result of Wierman et al. [25],
which shows that the mean residence time of PSJF-E is a lower bound on the mean response
time of SRPT.

» Proposition 5.8 ([25, Theorem 5.8]). The mean response time of SRPT is bounded below
by

E[Tsnpr] > C) In - ! p)E[S].

6 SRPT with Estimates (SRPT-E)

Our first result shows that, for (8, «)-bounded size estimates with 8 < 1, the performance of
SRPT-E can lead to arbitrarily large approximation ratios. This formalizes previous empirical
results (see e.g. [13]), where it was noted that underestimates of large jobs, particularly
when job sizes are highly variable, can lead to poor performance for SRPT-E, as a large
underestimated job being served can obtain a negative estimated remaining time and
block service for all other jobs, even when the actual remaining time is large. This result
motivates our seeking a variation of SRPT that avoids this problem, namely SRPT-B, and
our examination of PSJF-E, which we show in contrast has bounded approximation ratio for
(8, @)-bounded size estimates.

» Theorem 6.1 (Performance of SRPT-E). Consider the M/G/1 with (8, «)-bounded size
estimates.

(a) For any size distribution S, there exists a joint distribution (S, Z) of true and estimated
sizes such that the mean response time of SRPT-E is bounded below by

A1 - B)?

~—E[s7,

E[Tsrpr-E] >
(b) The approzimation ratio of SRPT-E may be arbitrarily large or infinite whenever 8 < 1.

Proof. For a given job distribution S, let Z = 35.
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From Proposition 5.4(a), we know that the expected waiting time of SRPT-E is

a job has rank z or less under SRPT-E
(1= pz(2))

> é amount of service time during which 2
=9 a job has rank 0 or less under SRPT-E

\E [(amount of service time during which )2}
2

E[TgvﬁiltDT-E(Z)] =

Note that this lower bound applies regardless of z.

Because Z = 35, a job of size s starts at rank s, and reaches rank 0 at age 5s. Therefore,
it receives (1 — f3)s service with rank < 0. Therefore, we can lower bound waiting time
explicitly:

>

E[T% ] > SE[((1-8)9)°].

[\

From this result, we see that SRPT-E’s response time grows with E[S?], which can be
arbitrarily large or infinite. In contrast, the response time of SRPT is finite even for job size
distributions with infinite E[S?], such as a Pareto distribution with exponent 1.5. |

» Remark 6.2. While the proof of Theorem 6.1 assumes Z = 45 for simplicity, essentially
the same result holds for any error distribution Z that is multiplicatively smaller than S
with positive probability. In particular, suppose that there exists 3’ < 1 such that for all s,
we have P[Z < 3’S | S = s] > p. Then by essentially the same argument as Theorem 6.1,

B[4bes] > B[((1- )5)°].

In particular, this means it is possible for SRPT-E to have unbounded approximation ratio
even when size estimates are unbiased, namely when E[Z | S = s] = s for all s.

7 SRPT with Scaling Estimates (SRPT-SE)

SRPT-SE is a policy that uses a job’s true size and estimated size to assign its rank. SRPT-SE
is thus not a practical policy, as one would prefer SRPT if true sizes were known. However,
analyzing it is helpful for a few reasons. First, it is a useful warmup for the analysis of PSJF-E,
which follows the same outline but is somewhat more complicated (see Section 9). Second, it
is the first step of analyzing SRPT-B, whose performance we bound relative to SRPT-SE
(see Section 8). Third, there are settings in which a policy similar to SRPT-SE, which enjoys
similarly good performance, could be implemented in practice (see Appendix D).

Our main tool for analyzing SRPT-SE is Proposition 5.3, which expresses mean response
time in terms of mean (remsize < r)-work, with less (remsize < r)-work corresponding to
lower response time.

Before analyzing SRPT-SE, it is helpful to consider how one might use Proposition 5.3
to show that SRPT minimizes mean response time. The key is that for every value of r,
SRPT minimizes mean (remsize < r)-work, or equivalently mean (ranksgpr < 7)-work. The
intuition is that whenever the system has nonzero (ranksgpr < r)-work, SRPT serves a job
of rank r or less, thus reducing the amount of (rankggpr < r)-work.

It turns out that an analogous property holds for any policy that can be defined using a
rank function [24], including those in Definition 2.3.

» Proposition 7.1 (very similar to [23, Theorem VIL.7]%). Consider a policy m € {SRPT,
PSJF,SRPT-E, PSJF-E, SRPT-B, SRPT-SE} and any rank r. In the M/G/1, the policy that
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minimizes the mean amount of steady-state (rank, < r)-work is 7 itself. That is, for any
policy w',

E[Wx(rank, <71)] < E[W (rank, <7)].

Because remsize-e = ranksgpr-sg, we have from Proposition 7.1 that SRPT-SE minimizes
mean (remsize-e < r)-work. But Proposition 5.3 gives mean response time in terms of mean
(remsize < r)-work, not mean (remsize-e < r)-work. Fortunately, we can leverage the fact that
we have (8, a)-bounded size estimates to relate (remsize < r)-work to (remsize-e < r)-work,
yielding the following result.

» Theorem 7.2 (Performance of SRPT-SE). Consider the M/G/1 with (3, «)-bounded size
estimates.

(a) The mean response time of SRPT-SE is bounded above by

«
E[Tsrpr-sg] < BE[TSRPTL
(b) The approzimation ratio of SRPT-SE is at most a/f.

(c) As a and B converge to 1, the approzimation ratio of SRPT-SE converges to 1 uniformly
in the arrival rate and the joint distribution of true and estimated sizes.

Proof. It clearly suffices to prove (a). Recall the following facts about job states a:
ranksgpT(z) = remsize(x),
ranksrpT.sE(x) = remsize-e(x), and
remsize-e(x)/remsize(x) = size-e(z)/size(z) € [, a].

Using the above facts together with Propositions 5.3 and 7.1, we compute

E[Tsrpr-sE]
1 [©E - ize <
_ / [(WsrpT SE(ZremSIZe <7)] r [Proposition 5.3]
A Jo r
1 [“E - ize-e <
< X / [WSRPT SE(re2mS|Ze €= QT)] dr [using remsize-e(z)/remsize(z) < «]
0 T
1 [ E[W, ize-e <
<z / [ SRPT(ren;Slze e < ar)] dr [Proposition 7.1]
AJo r
1 [ E[Wsrpr(remsize < %r)]
< 5 / S dr [using remsize-e(z)/remsize(x) > f]
o r
1 [ E[W, ize < r’
— %X /o | SRPTES;S% <L gy [setting ' = /B -]
_ %E[TSRPT]' [Proposition 5.3] <

Theorem 7.2 completes our analysis of SRPT-SE. We describe a related result for a
similar scheme that does not use the job’s true size in Appendix D.

9 While Scully and Harchol-Balter [23, Theorem VIL.7] consider a specific policy, namely a generalization
of SRPT, the same proof applies virtually verbatim to any policy that can be defined by a rank
function [24].
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8 SRPT with Bounce (SRPT-B)

As we have mentioned, previous works have noted that when using SRPT-E, large jobs that
are underestimated will have estimated remaining sizes that become negative while the true
remaining time is still relatively large, leading to long waiting times for jobs stuck behind
them. An open question has been to modify SRPT with estimated sizes in a way that avoids
this issue in a robust manner, without assumptions on job size distributions. Our suggested
solution, SRPT with Bounce (SRPT-B), handles this by modifying the rank function from
z — a to min{|z — a|, z}.'° We prove the following results for SRPT-B.

» Theorem 8.1 (Performance of SRPT-B). Consider the M/G/1 with (8, a)-bounded size
estimates.
(a) The mean response time of SRPT-B is bounded above by

E[Tsgpr-B] < %E[TSRPT} + K(a, B) (/1) In . i p

- 1>E[S],

where
3 , 11 a
K(a, §) = <2a]1(5 <1)+ 1) mm{l,max{l “25 1}} <253,

(b) The approzimation ratio of SRPT-B is at most 3.5a/f.
(c) As a and B converge to 1, the approzimation ratio of SRPT-B converges to 1 uniformly
in the arrival rate and the joint distribution of true and estimated sizes.

Our overall approach to analyzing SRPT-B is to compare it to SRPT-SE. We separately
compare the waiting times and residence times of the two policies (see Section 4.2). Both
comparisons boil down to comparing the amount of time a job spends above or below a given
rank under each policy. We begin with the residence time comparison (see Section 8.1) before
moving on to the more complicated waiting time comparison (see Section 8.2). Combining

the two comparisons and some additional computation (see Section 8.3) yields Theorem 8.1.

8.1 Residence Time Difference between SRPT-B and SRPT-SE

By Proposition 5.4(b), the expected residence time of the job under SRPT-B, SRPT-SE, or
PSJF-E is an integral of 1/(1 — pz(+)) terms over the job’s ages, where the value plugged is
the worst future rank of the job.

Consider a job of true size s and estimated size z. In order to bound E[T{Epr(s, 2)], we
will find functions gs »(-), hs,-(-) and a value ¢, , > 0 such that

(1+4cs,2)s 1 )
/0 1= p2(gs-(a) da = E[Tsgpr.5(s, 2)] + ¢s.28, (8.1)
(14cs,2)s 1 ) r
A m da = E[TSGEPT-SE(S» Z)} + Cs,zE[TpeSSJF_E<S7 Z)], (8.2)
gs.-(a) < hg.(a) forallac (0,(1+cs.)s). (8.3)

Because 1/(1 — pz(-)) is nondecreasing, this implies

E[T{Rpr5(8:2)] < E[TSRpr.sr(s, 2)] + ¢s - (BTpSr (s, 2)] — 5).

103We note that it is an interesting open question to consider the effects of other possible forms for the
bounce, which we do not investigate here.
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rank

age

...... = (1- 2)E[TfErn(s 2)]
== E[TsrelipT_sE(Sr 2)]
— = BTG pr.5(5, 2)]

“000 =5 (1_ f)s

...... — (2 — 1)E[Tll;e§JF_E(8, Z)]
== E[Tsrefs{pT_sE(sv Z)]

hs,z(~){ hs,z('){

— — E[TRpr.5(s,2)]

0] e (2 1)s

5.0

(a) Estimated Size z > True Size s (b) Estimated Size z < True Size s < 2z

Figure 8.1 Relating Residence Times of SRPT-B, SRPT-SE, and PSJF-E in Proof of Lemma 8.3

Finally, we will bound ¢, , by a value ¢ which is independent of s and z, obtaining
E[TsEprs] < E[T§Rpr.se] + «(E[T5S)rs] — E[S]). (8.4)
We begin by computing the worst future ranks of each policy.

» Lemma 8.2. The worst future ranks of a job of true size s, estimated size z, and age a
under SRPT-B, SRPT-SE, and PSJF-E are

ranképpr (s, 2,a) = max{z — a, min{s — z,2}},
z
rank$ppr.sg (8, 2,a) = ranksrpr.se(s, 2,a) = ;(s —a),

rankpar.g (s, 2, @) = rankpsyr.e(s, 2,a) = 2.
Proof. SRPT-SE and PSJF-E have nondecreasing rank as a function of age a, so the job’s
worst future rank is its current rank. If s < z, then the same is true for SRPT-B. If instead
z < s < 2z, then under SRPT-B, the job’s worst future rank is its current rank z — a until
age a = s — 2(s — z), after which the worst future rank is its final rank, namely s — z. Finally,
if s > 2z, then the job’s worst future rank is always its final rank, namely z. <

» Lemma 8.3. The following definitions satisfy (8.1)—(8.3):

.1,
z

Cs,z = min{‘l - =

max{z — a,min{s — z,z}} ifa<s
gs,z(a) = .
0 if a > s,

ifa<cs,s

hoo(a) =4
s,z\a) = .
2(s—(a—csz28)) ifa>cs.s.

Proof. By Lemma 8.2, we can view gs .(-) as SRPT-B’s worst future rank followed by zero.
Similarly, hs .(-) is a segment of PSJF-E’s worst future rank followed by SRPT-SE’s worst
future rank (shifted to the right). Applying Proposition 5.4(b) thus yields (8.1) and (8.2).
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It remains only to prove (8.3), namely that gs .(-) is always below hs ,(-). We show this
geometrically in Figure 8.1. The illustration shows the z > s and z < s < 2z cases, and the
s > 2z case is essentially the same as the s = 2z case. |

» Proposition 8.4. The mean residence time of SRPT-B is bounded above by

11 1 1
BT ] < B[TIS ind 1, {1_7’7_1} 21 —1)E[S].
[Tkpr-s] < E[T5Rpr-sE] ‘Hmn{ max o B }(p ny _ ) [S]
Proof. Let ¢, , = min{l,|1 — s/z|}, as in Lemma 8.3. Because we have (8, a)-bounded size
estimates, ¢; , < min{l,max{l —1/a,1/8 — 1}} for all feasible pairs of true size s and
estimated size z. This bound on ¢ . is independent of s and z, so by Lemma 8.3 and the

discussion at the start of this section, (8.4) holds with ¢ = min{1, max{1 —1/a,1/8 — 1}}.

The result then follows from Lemma 5.7, which gives the value of E[T{gp g <

8.2 Wiaiting Time Difference between SRPT-B and SRPT-SE

By Proposition 5.4(a), computing the waiting time of SRPT-B and SRPT-SE boils down to
computing how much of a job’s service happens below a given rank. That is, recalling

amount of service time during which 2
ur(z) =

a job has rank z or less under policy 7

our goal is to compare ugrpT.B(2) and usrpr.sE(z). We begin by computing both quantities.

» Lemma 8.5.

usrpr-(2) = B[S?1(Z < 2) + (max{0, min{S — (Z — 2),2:}})*1(Z > 2)],

usrpT-sE(2) = E {5211(2 <2)+ (;z)Q]l(Z > z)}

Proof. Consider a job with true size S and estimated size Z drawn from the joint distribution
of true and estimated sizes. Under both policies, if Z < z, then the job’s rank remains z or
less for its entire service time, which explains the 1(Z < z) terms. If instead Z > z, then the
following reasoning explains the 1(Z > z) terms.

Under SRPT-B, the job has rank z or less when its age is in interval [0, S)N[Z — z, Z + z].

Under SRPT-SE, the job spends a z/Z fraction of its service time with rank z or less. <«
» Lemma 8.6.
USRPT-B(Z) — USRPT-SE(Z) <3z max{l - B, O}E[S]l(Z > Z)]

Proof. We begin by applying Lemma 8.5:

usrpT-B(2) — usrpr-sE(2) = E K(max{(),min{s (Z—-2), 22}})2 - (22)2>1(Z > Z)] .

If S < Z, then because z/Z < 1 whenever the indicator is nonzero, the following computation
shows that the expression inside the expectation is nonpositive:
S

z z
z Z(z-8S)< 27— —(Z-2)< =2,
Z<l = _(Z-89<Z-5 = S-(Z-2)< =
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This means adding an S > Z to the indicator gives an upper bound, from which we compute

usrpT-B(2) — UsrPT-SE(2)

2
<E <(max{07min{5’ —(Z - z),2z}})2 - <§z> )]I(S > 7> z)
[nonpositive when S < Z]
<E[((z+min{S — Z,2})*> = 2*)1(S > Z > z2)]
<E[32(S—2)1(S > Z > z)]
< 3zmax{l — §,0}E[S1(Z > z)]. [using Z > S| <

» Proposition 8.7. The mean waiting time of SRPT-B is bounded above by

3 1
B{T2br 5] < B{T3fbrsel + Samax(1 - 6,041 JEis)
Proof. The high-level steps of the proof are the following;:
We use Proposition 5.4(a) to express the difference E[T¢a5 1 ] — E[T8g% g in terms
of usrpT-B(2) — USRPT-SE(2)-

We bound ugrpT.B(2) — usrpr.-sE(2) using Lemma 8.6.

We use integration by parts, obtaining an expression that is similar to one that appears
in the proof of Lemma 5.7.

Mirroring the remainder of the proof of Lemma 5.7, which involves applying Lemma 5.6,
yields the desired result.

We begin by computing

E[I535r.5] — E[T88pr-se]

:/0 (E[T8:51-5(2)] — E[T88br-sp(2)]) f2(2) dz [conditioning on Z]
A [ . — :

= 5 /0 S ](31(Z) pZ?S?)l;T SE(Z) fZ(Z) dz [Proposition 5.4(a)]

< fmax{l ﬁ,O}/ /\ZES]IZZ(;Z)]]‘Z( )dz [Lemma 8.6]

< ;a max{1l — §, O}/ ABLS | Zl_—if([s)) (Z > 2) fz(z)dz. [using Z < aS]

It remains only to bound the last integral. By Lemma 5.6, we have

E[S|Z="zfz(2) d 1
)

(1—-pz(2))2 dzl—p (8.5)

and conditioning on Z yields

E[S1(Z > z)] = /OO E[S | Z = 2]d7. (8.6)
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Combining these equations and integrating by parts, we obtain

% \E[S | Z = 2|E[SL(Z > 2)]
/o T pae 2%

> d 1 o / / /
= /0 <dzl—pz(z)> (/Z E[S|Z="7fz(2)dz ) dz  [(8.5) and (8.6)]

co-pig ¢ [ ESIZ= e

= (1 In L — I)E[S]. [Lemma 5.6] <
p 1—p

dz [integrating by parts]

8.3 Combining Waiting Time and Residence Time Bounds

Proof of Theorem 8.1. By Proposition 5.8, (a) implies (b) and (c). It suffices to show (a),
which follows by combining Propositions 8.4 and 8.7, applying Theorem 7.2(a), and observing

max{l—5,0}<]l(ﬂ<l)min{l,max{l—i,;—l}}. <

9 PSJF with Estimates (PSJF-E)

» Theorem 9.1 (Performance of PSJF-E). Consider the M/G/1 with (5, a)-bounded size
estimates.
(a) The mean response time of PSJF-FE is bounded above by

o
E[Tpsir-p] < EE[TPSJF]-

(b) The approzimation ratio of PSJF-E is at most 1.5a/f.

We prove Theorem 9.1, which compares PSJF and PSJF-E, using an argument similar to
the proof of Theorem 7.2, which compares SRPT and SRPT-SE. However, because PSJF
prioritizes jobs by original size, as opposed to remaining size, combining Propositions 5.3
and 7.1 to compare PSJF with PSJF-E is not as straightforward as comparing SRPT with
SRPT-SE. We begin by working out how Proposition 5.3 applies to PSJF and PSJF-E.

» Lemma 9.2. The mean response time of PSJF is

1 & E[WPSJF (size < ’I‘)] 1 1
E[T =— dr+ —1 .
Tesor] /\/0 r2 TR,
Proof. Applying Proposition 5.3 yields
1 [ EW ize <
E[Tpssr] = X/ [ PSJF(re2mSIZe =7)] dr
O T
1 /oo E[Wpgir(size < 7)] dr + 1 /°° E[Wpgjr(remsize < r < size)] dr
A Jo r2 A Jo r2
(9.1)

It remains only to compute E[Wpgjp(remsize < r < size)].

Let ¢.(s,2,a) = (s —a < r < s). That is, ¢, is true for states with remaining size
less than r but original size greater than r. Our goal is to compute E[W (¢)]. Recall from
Definition 5.1 that W (¢, ) is the sum of each individual job’s ¢,-work. We can therefore
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use a generalization of Little’s law [6,10] to express the average total amount of ¢,-work,
namely E[W(p,)], as the arrival rate A times the average cumulative amount of ¢,.-work a
job contributes over the course of its time in the system. Specifically, consider a random
job with true size S, estimated size Z, response time T, and age A(t) after being in the
system for time ¢ € [0,T).!! Then by the generalization of Little’s law, we can write the
mean ,.-work as

T
E[Wpsse(o)] = AE [ [ wtens.2.40 0, (0.2)

We now compute the expectation of the right-hand side of (9.2), which concerns a single
job’s time in the system. Because ¢, (s, z,a) holds only if a > 0 and a job’s age is 0 during
its waiting time, we can restrict attention to residence time. Letting 7% and 7" denote
the random job’s waiting and residence times, respectively, we have

B [ (o (5,2, A1) a

T wait

Twait Twait+Tres
_ E[/ w(on, (S, Z, O))dt+/ w(en, (S, Z, A(L))) dt
0

-E [ / e w(ey, (S, Z, A(t))) dt} . (9.3)

Twait
Under PSJF, a job’s rank is always its size, and the load of jobs with rank better than s
is ps(s). This means that during the residence time of a job of size s, it takes A/(1 — pg(s))
time for a job’s age to increase by A.'2 This means that for any function g and any size s,

- Twait+Tres 1 s
E At))dt| S = = da. 9.4
[ sawar|s=s| = = [t (0.0
From this, we compute
r pT
B| [ w(sor,w,z,A(t)))dt]
LJO
Twait+Tres
=5 [ wlen(szam) 93)

00 Twait+Tres
= / E l:/ w(er, (s, Z, A(t))) dt ‘ S = S:| fs(s)ds [conditioning on S|
0

Twait

_ /OOO E UTWTV&S(S CAW)I(s — A) < 7 < s) dt ‘ S— s} fs(s)ds

T'wait
[expanding o]

= - Ss—a s—a<r<s afsi(s) s

_/0 /o( L sr<e)d 1*PS(5)d @)

_7'2 < fs(s)

-3l e o

' The random variables S, Z, T, and A(t) refer to the same job, so they are not independent. In addition,
the response time T and age A(t) depend on PSJF scheduling. The same applies to 7% and 7", which
we introduce shortly.

2 This 1/(1 — ps(s)) factor under PSJF is similar to the 1/(1 — pz(2)) factor that appears under PSJF-E,
as discussed in Example 5.5. One can use the concept of busy periods from M/G/1 scheduling theory to
formalize this [9,24].



Z. Scully, 1. Grosof, and M. Mitzenmacher

Finally, we use (9.2) to plug this back into (9.1), obtaining

<
/ E[Wpgr(remsize < r < size)] dr — / / dsdr [(9.2) and (9.5)]
5\ 1-ps(s)

2

r
1/°° sfs(s)
== 7ds swapping integrals
2 )y T ps(s) | |
Lt Lemma 5.6] <
f2)\n1_p, [Lemma 5.6]

» Lemma 9.3. The mean response time of PSJF-E is bounded by

E[Wpsyr.g(size-e < ar)] al 1
E[T; d ——In—.
PS]FE,)\/ 2 r+ﬁ2)\n1_p

Proof. Applying Proposition 5.3 and using the fact that remsize-e(x)/remsize(x) < « yields

r

1 [ E[W, _g(remsize <r
E[TPS.]F—E] — 7/ [ PSJF Esﬂ — )] d
0

A
1 /OO E[Wpsyr.p(remsize-e < ar)]
A Jo 72
1 /OC E[Wpsyr.g(size-e < ar)]
A dr
AJo r2

i/oo E[WPSJF-E(I’emSiZZe—e <r < size-e)] . 0

0 r

dr

It remains only to bound E[Wpgjr.g(remsize-e < ar < size-e)].

The first part of this computation is similar to part of the proof of Lemma 9.2. Specifically,
under PSJF-E, a job’s rank is always its estimated size, so analogues of (9.3)—(9.5) hold for
PSJF-E. The main difference is that in (9.4), we condition on a job having both size s and
estimated size z, and we use pz(z) instead of pg(s). The end result is

—E[Wpgjr.g(remsize-e < ar < size-e)]
/ // s—a) s—a)<ar<z>dafS’Z7(s’Z)dsdz.
1—pz(z)
Simplifying the right-hand side yields
—E[Wpgjr.g(remsize-e < ar < size-e)]

/ / / ql q <ar< Z) dg fS_Zp(Z( )) dsdz [setting ¢ = s — a]

/ / T dquz(s z)dsdz

- el 2 st o

r 1_pZ( )
_ [ 2EIE)S | 2= 1(2)
= a3 /M T dz. (9.7)
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Finally, we plug this back into (9.6), obtaining

1 /OO E[Wpgjr.g(remsize-e < ar < size-e)) d
”

Ao 2
12295 2 ()
= a3 /O /a e dzdr [(9.7)]
oo S _
= a} / E[( z )S ‘ Z = Z] f2(2) dz [swapping integrals]
2 Jo 1= pz(2)
al [CE[S|Z=2fs(2) |
< 55 /O 1_ pz(Z) dz [using Z/S > f]
- giln L [Lemma 5.6] D |
B2 1—p

Proof of Theorem 9.1. Wierman et al. 25, Theorem 5.1] show that E[Tps;r] < 1.5E[TsrpT],
which means (a) implies (b), so it suffices to prove (a). Lemma 9.2 expresses E[Tpgr| as a
sum of two terms, and Lemma 9.3 bounds E[Tpgjr.g| by a sum of two similar terms. The
ratio of the second terms is a;/5. To bound the ratio of the first terms by «/8, we proceed
similarly to the proof of Theorem 7.2:

1 /°° E[Wpsjp-g(size-e < ar)]
— dr
A Jo r?
1 [CE ize-e <
<= / (Wrsir (Slzze e <ar)] dr [Proposition 7.1]
A Jo T
1 >~ E[W, size < &r
<= / [ PSJF( . B >] dr [using size-e(z) /size(z) > f]
AJo r
[>'s) H < !
B

10 Conclusion

We have examined scheduling policies in the context of estimated sizes. Our main result is to
resolve an issue previously seen empirically, namely that the performance of SRPT-E can
degrade significantly due to long jobs being underestimated, by developing and analyzing a
novel policy, SRPT-B, which combines the best aspects of SRPT-E and PSJF-E. In analyzing
SRPT-B, we have demonstrated that it has three key properties for (3, a)-bounded estimates:
(a) an approximation ratio near 1 when « and 8 are near 1, (b) an approximation ratio
bounded by some function of & and 3, and (c) implementation without knowledge of a and .
We have also shown that PSJF-E also has properties (b) and (c¢), and has an approximation
ratio near 1 relative to PSJF when « and /3 are near 1. We have also shown that the empirical
observation of the poor performance of SRPT-E can be characterized through a lower bound.

For practical settings, our results provide theoretical backing for previous empirical
findings that PSJF-E performs very well with estimated job sizes. While SRPT-B provides an
additional promising alternative that will sometimes perform better in practice, we recommend
PSJF-E as a simple, natural scheduling algorithm that seems to generally perform the best
or near the best among standard alternatives.

Our work leaves several open directions, including considering other estimation models,
optimizing the behavior of the bounce in SRPT-B, and improving the bounds. For instance,
another important estimation model is a model where estimates are typically good, but not
guaranteed to be good, such as Gaussian errors. One might try to adapt our results to that
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setting by bounding the worst expected error over a given interval of time. We also note it
may be possible to tighten the bound on the ratio between PSJF and SRPT, which may
correspondingly tighten the bound between PSJF-E and SRPT.
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A Handling Rank Function Ties

One might ask how to handle two jobs that have the same rank under rank-based policies.
For example, it is possible that two jobs of the same size arrive and await service; when
service becomes available, should one be given priority, or should a processor-sharing based
policy be used? We avoid such questions by assuming continuous distributions for size and
estimated size, so almost surely no two jobs arrive with the same values for these quantities.

If one considers a discrete job size distribution, then PSJF-E in the presence of arbitrarily
small errors is equivalent to PSJF with random priority preemptive tiebreaking, which
can have significantly worse mean response time than a standard tiebreaking rule such as
First-Come-First-Served. This issue is sidestepped by our focus on continuous distributions.

Alternatively, ties could occur if a job being served while its rank was increasing reached
the rank of another job which also would have increasing rank if it was served. Whichever
job is served immediately loses minimum rank status, resulting in a processor-sharing effect.
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The tiebreaking policy is therefore irrelevant. The only scheme analyzed in this paper with

increasing rank, SRPT-B, avoids this scenario by capping the rank at the initial size estimate.

Under SRPT-B, a job being served with increasing rank can only be preempted by a newly
arriving job, which will finish before the preempted job can continue.

If one removed the assumption of continuous distributions, we believe that our consistency
result for SRPT-B, namely Theorem 8.1(b), would still hold, though the proof would likely be
significantly more complicated. We believe this because the “arbitrarily small error” scenario
that is damaging to PSJF-E is irrelevant to SRPT-B when « and § are near 1. SRPT-B has
initially decreasing rank, so arbitrarily small errors lead to random nonpreemptive tiebreaking,
which does not increase response time. In contrast, we believe that our results for PSJF-E,
namely Theorem 9.1, would not hold as stated for general (non-continuous) distributions,
due to these complications. However, we believe that a weaker version of our result could
still be proven, with 1.5 replaced by a larger constant.

B  Unachievability of Traditional Robustness

In the context of online algorithms with predictions [12,16], one typically tries to achieve
constant-factor robustness, which requires that the approximation ratio is bounded by a
constant under arbitrarily poor predictions.

In the context of M/G/1 scheduling with predictions, constant-factor robustness is provably
unachievable. This follows from the fact that the mean response time of an algorithm with
arbitrarily poor predictions is bounded below by the optimal blind policy, that has no
predictions at all.

In the context of M/G/1 scheduling, the optimal blind policy is known: the Gittins
Index policy [8,23] is optimal in this context, though it requires knowledge of the job size
distribution. When the job size distribution is unknown, a policy called RMLF [5,11] has a
competitive ratio relative to SRPT that grows slowly as a function of load [4].

The approximation ratio of the Gittins index policy to the SRPT policy can be arbitrarily
poor in the limit as p — 1 [21]. Specifically, whenever the job size distribution S € MDA(A),
the Gumbel domain of attraction, the approximation ratio of Gittins to SRPT grows arbitrarily
large as p — 1. Loosely, we can think of MDA(A) as including all unbounded job size
distributions whose tail is asymptotically lighter than a power law. For instance, distributions
with exponential, Weibull, and log-normal tails are in MDA(A).

In all such cases, constant-factor robustness is unachievable. A better goal might be to

compare the performance of a policy against that of the Gittins policy, or perhaps RMLF.

We leave that question for future work.

C Poor Performance of SRPT-B Without the Rank Cap

We have discussed that for SRPT-B capping the bounce at initial estimated size of a job is
important in our analysis. We here explain why our results would not hold without such a
cap.

Under SRPT-B, if a job begins service, it can only leave service by being preempted by

newly arriving jobs, not by having its rank rise above the rank of other jobs in the queue.

In contrast, under a policy SRPT with Unlimited Bounce (SRPT-UB) with rank function
|z — a|, without a cap at z, the situation would be very different.

We consider a case where all jobs have nearly the same size (S is nearly constant) and
B = 1/2 — e. For specificity, let each job have size s € [1,1 + J], for § < €. Let each job’s
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Figure D.1 Comparison Between SRPT-SE and SRPT-CUE

estimate z = f3s.

Under SRPT-UB, consider a job j of size 1. It begins service with rank § = 1/2 — ¢,
descends to rank 0, and rises back to a rank of 1/2 — ¢ at age 1 — 2e. At this age, or in the
next J service, job j’s rank will rise high enough that it will be preempted by any fresh job
(that has yet to receive service), whether that job arrived before or after job j. As a result,
job j will have to wait until there are no more fresh jobs to complete. Approximately, job j
must wait until the system empties to complete. From standard results in queueing theory,
the mean response time under SRPT-UB is therefore @(ﬁ). In contrast, a better policy
such as SRPT or SRPT-B has mean response time that grows as @(1%;7)' The gap between
these two response times grows arbitrarily wide as p — 1.

D SRPT with Continuously Updating Estimates (SRPT-CUE)

The SRPT-SE scheme requires knowledge of the job’s true size, and hence while it is useful
in our analysis, it is not a practical policy as we have defined it. However, there may be
settings where a variation of SRPT-SE is implementable. We now describe such a setting,
the variant of SRPT-SE that can be implemented in it, and how to extend our bounds in
Theorem 7.2 to cover the new variant.

Suppose that jobs are given size estimates not just when they initially arrive but also
continuously during service. More specifically, suppose that once a job of true size s reaches
each age a, it is given an estimated remaining size in the interval [5(s — a), a(s — a)]. This
could model settings where there is some visible metric of job progress but the speed at which
progress is made is uncertain, such as sending files of known size to clients with unknown
packet loss rates.

In this setting, a natural policy is one we call SRPT with Continuously Updating Estimates
(SRPT-CUE), which at every moment in time serves the job with the smallest remaining
size estimate. The difference between SRPT-SE and SRPT-CUE is that while each job’s
rank decreases linearly under SRPT-SE; a job’s rank may follow a more complicated path
under SRPT-CUE, though it will stay in the interval [5(s — a), a(s — a)]. We illustrate the
difference in Figure D.1.

The proof of Theorem 7.2 can be modified to give the same result for SRPT-CUE as for
SRPT-SE, namely

E[Tsrpr-cur] < %E[TSRPT]~ (D.1)
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The two main steps are (a) formalizing the definition of SRPT-CUE using a rank function
and (b) showing that Proposition 7.1 holds for SRPT-CUE. The difficulty of these steps
depends on the details of the estimation error model. For example, if the estimated remaining
size functions for each job are sampled i.i.d. from some function distribution, then (a) can be
done using methods of Scully et al. [24], and (b) follows for the same reasons as the policies
we consider.

It may be possible to handle even adversarial estimation errors, provided they stay
(8, &)-bounded, by using the methods of Scully and Harchol-Balter [22]. In this model, (a) is
done by assigning each job state a rank interval instead of a single rank, from which the
job’s rank may be adversarially chosen. However, (b) may require placing some limit on the
adversary’s power, such as making them oblivious to the system state.

We note that for (D.1) to hold, it is important that under SRPT-CUE, a job’s rank
changes only while that job is in service. For example, if a job’s rank can change while it
is not in service, then small fluctuations in rank might cause the system to split its effort
between two jobs of similar remaining size, which is worse than serving one of the jobs before
the other. See Scully and Harchol-Balter [22, proof of Theorem 6] for further discussion.
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