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= T = response time

Goal: schedule to minimize 
mean response time E[T]
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Background: 
SRPT-k optimality

(Grosof, Scully, & Harchol-Balter, 2018)
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Theorem: for any fixed k,
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see paper
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log-normal, 
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